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Abstract

This paper uses a laboratory experiment to study beliefs and their relationship to action and strategy choices in finitely and indefinitely repeated prisoners’ dilemma games. We find subjects’ beliefs about the other player’s action are generally accurate despite some small systematic deviations corresponding to early pessimism in the indefinitely repeated game and late optimism in the finitely repeated game. The data reveals a close link between beliefs and actions that differs between the two games. In particular, the same history of play leads to different beliefs, and the same belief leads to different action choices in each game. Moreover, we find beliefs anticipate the evolution of behavior within a supergame, changing in response to the history of play (in both games) and the number of rounds played (in the finitely repeated game). We then use the subjects’ beliefs over actions in each round to identify their beliefs over supergame strategies played by the other player. We find these beliefs correctly capture the different classes of strategies used in each game. Importantly, subjects using different strategies have different beliefs, and for the most part, strategies are subjectively rational given beliefs. The results also suggest subjects tend to underestimate the likelihood that others use less cooperative strategies. In the finitely repeated game, this helps explain the slow unravelling of cooperation. In the indefinitely repeated game, persistence of heterogeneity in beliefs underpins the difficulty of resolving equilibrium selection.
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1 Introduction

Social dilemmas encompass a large class of situations of much interest in the social sciences. Examples in economics are numerous, ranging from Cournot competition to natural resource extraction. Among them, the prisoner’s dilemma (PD) captures in its simplest form a tension between individual payoff maximization and social efficiency. How this tension is resolved in a repeated setting as a function of environmental parameters—payoffs, monitoring technology, discounting, the game horizon, and so on—has been an active area of theoretical research. However, our empirical understanding of behavior in repeated games is much more limited. Although the number of experiments on repeated games is increasing, the bulk of our knowledge concerns how the level of cooperation varies with the environmental parameters; and many facets of the documented behavior are still black boxes. For example, why does a variety of strategies with different levels of cooperation coexist in both finitely repeated and indefinitely repeated settings? Do these out-of-equilibrium phenomena (at least in light of simple standard models) stem from preferences, information, incorrect beliefs, or bounded rationality? In this paper, we bring to light one key force to help us better understand behavior in such an environment.

A player’s beliefs about other players’ strategies form the foundation of equilibrium analysis: beliefs are assumed to correctly identify the strategies played by other players, and the strategies best respond to those beliefs. In repeated games, however, strategies are complex because they are complete contingent plans that specify actions after every history, and as in the case of repeated PD, many strategies can be rationalized as best responses to some beliefs. A player of repeated games will have difficulty forming a belief that correctly predicts other players’ strategies. This is potentially made even more difficult by multiplicity of equilibria. When repeated, the PD can generate diverse patterns of dynamic behavior rationalized by different beliefs, and thus provides an extremely informative framework for the joint study of beliefs and strategies. In this sense, making beliefs observable can establish facts that speak to how people reason in repeated games. For instance, we may find evidence pointing to non-standard preferences if strategies considered only from the perspective of payoffs do not best respond to beliefs, or to a failure of learning if the strategies do best respond to beliefs but beliefs are incorrect. Such evidence could explain the presence and persistence of cooperation in the finitely repeated PD and the variety of strategies observed in the indefinitely repeated PD.

The theoretical contrast between the finitely and indefinitely repeated PD provides a useful backdrop for the study of beliefs and their relationship to cooperation.
The unique equilibrium entails no cooperation in the finitely repeated PD, but a multitude of outcomes ranging from no cooperation to full cooperation are compatible with equilibrium behavior in the infinitely repeated PD for sufficiently patient players. In contrast to the theoretical predictions, experiments have shown certain game parameters can generate early cooperation in both environments. Eliciting beliefs will allow us to explore whether cooperation in these two canonical environments is sustained by similar forces, despite the theoretically distinct nature of the two games.

Our experiment consists of two treatments: the Finite game and the Indefinite game. In the former, subjects play eight rounds of a PD; in the latter, subjects play PDs over a random number of rounds with a continuation probability of 7/8. We selected these parameters and the stage game based on prior results in the literature: they are expected to generate not only significant levels of cooperation in both the Finite and Indefinite games, but also similar levels of round-one cooperation in both environments. Finding parameters that would generate very different initial cooperation rates between these two games is easy [Dal Bó, 2005]. We intended to create two treatments where behavior was expected to be similar despite the theoretical difference. The treatment variation hence permits a comparison of beliefs of subjects taking the same action in the same round (potentially along the same history) across the Finite and Indefinite games, and provides insight into whether their strategic reasoning is similar or different across these two games.

In a first foray into beliefs in repeated PD games, many questions could be of interest. However, given the challenges associated with implementing both repeated games and eliciting beliefs in the laboratory, we have opted for simplicity whenever possible. Most importantly, we only elicit (first-order) beliefs about the other players’ stage actions and not, for example, beliefs conditional on some action realization, beliefs over beliefs, or beliefs over supergame strategies. Moreover, we introduce belief elicitation partway into each session, which allows us to confirm that behavior in the repeated game is unaltered by additional questions on beliefs. We also use games with perfect monitoring where the past actions of both players are observed without noise, instead of games with imperfect (public or private) monitoring. Given that beliefs are elicited only on the realized path of play, supergame beliefs are not directly observable and need to be estimated. We propose a novel method to recover such beliefs: we first type subjects according to the supergame strategy they are

---

1Indefinite repetition (first introduced by Murnighan and Roth [1983]) is the standard method of implementing infinitely repeated games in the laboratory. The continuation probability of the indefinite game is associated with the discount factor of the infinitely repeated game.

2Throughout the paper, a supergame refers to a repeated game consisting of multiple rounds.
estimated to be playing, and then estimate the supergame belief of each individual type separately.\footnote{This formulation is close to that explored in Kalai and Lehrer \cite{kalai1993}, who show that if players of an infinitely repeated game start with subjective beliefs about the opponents’ strategies that place positive probability on their true strategies, Bayesian updating will lead in the long run to the NE play of the repeated game.} Our proposed estimation method has broader applicability and can be used in any sequential game where the experimenter prefers to elicit beliefs over actions rather than strategies.

Three classes of key results can be identified. First, beliefs are, broadly speaking, accurate. This is noticeable at many levels: Round by round, unconditional average beliefs are close to empirical action frequencies. In round two, subjects display large changes in their beliefs that closely reflect the actual change in action frequencies. For instance, in both treatments, subjects who cooperate while their opponent defects in round one decrease their belief on the likelihood that their opponent cooperates by an average of more than 40 percentage points. Beliefs towards the end of the Finite game correctly anticipate that cooperation is substantially less likely, a pattern not displayed in the Indefinite game. The most striking example of this is that subjects in pairs that have jointly cooperated for seven rounds estimate the probability that the other will cooperate in round eight to be below 60\% in the Finite game, but above 95\% in the Indefinite game.\footnote{Note that elicitation of beliefs over actions allows us to directly observe such results without additional restrictions that would be necessary if one elicits beliefs over strategies.} Finally, beliefs over strategies correctly reflect the type of strategies played in each treatment: conditionally cooperative strategies that are stationary in the Indefinite game, but switch to defection in the last few rounds in the Finite game.

Second, despite the aforementioned general accuracy, beliefs also display small but systematic deviations. Beliefs are too optimistic at the end of the Finite game and too pessimistic at the beginning of the Indefinite game. Overall, while beliefs correctly anticipate the types of strategies played in each environment, such beliefs are not necessarily perfectly calibrated to the actual frequency of strategies in the population. In the case of the Finite game this plays a key role in slowing down unravelling of cooperation. In the Indefinite game, this may be part of the explanation for the fact that payoffs are inside the efficient frontier.

Third, belief heterogeneity is important. This heterogeneity is directly visible in round one beliefs: thus indicating that subjects expectations about whether others are more or less likely to use cooperative versus defective strategies vary. It is also present in the estimated beliefs over strategies that display important variation across
types. Moreover, for most types, this variation in beliefs helps rationalize subjects’
decisions to cooperate or not: given beliefs, their strategy choice is optimal (or close
to optimal) among the strategies considered.

These findings inform our understanding of why and how behavior in repeated
games capture, or fail to do so, the forces identified in the theory. Standard theory
predicts that cooperation should not occur in a finitely repeated PD, but that it can
be supported in an indefinitely repeated PD. Actions in the last rounds of our games
support this prediction and beliefs correctly anticipate this difference. By contrast,
we observe similar levels of cooperation at the start of the games, something not pre-
dicted. However, cooperation in early rounds in both games is subjectively rational
(or close to it) given estimated beliefs. Our results suggest that early cooperation in
the finitely repeated PD is driven by slightly optimistic beliefs about the coopera-
tiveness of others, which weakens incentives to defect earlier. This points to failures
in optimization or non-standard preferences as having a limited role in generating
the observed departures from theory in the finitely repeated PD. The result also
reveals that the lack of coordination observed in both games can be explained by the
heterogeneity in beliefs, again without recourse to important failures of optimization
or non-standard preferences.

There is a rapidly growing literature on experiments with belief elicitation, but
most of the papers in the literature examine beliefs in individual decision making
settings. (See Danz et al. [2020] for a recent review.) Those that study beliefs in
games mostly use one-shot games. To the extent that such experiments have induced
repeated games in the laboratory, they do so assuming that incentives in static
interactions remain unchanged in repeated play and do not analyze the dynamic
incentives of the players. In contrast, our experiment elicits beliefs in repeated
games where dynamic incentives are clearly important.

Despite the differences in environment and implementation details, some of our
results can be connected to this literature (see Online Appendix A for a more detailed
review). The primary focus of the literature studying beliefs in games has been the
consistency of beliefs and actions, on which there are mixed results. For example,
Nyarko and Schotter [2002] finds that subjects, for the most part, best respond

\[5\] Davis et al. [2016] elicit a crude measure of beliefs by asking subjects to guess the action of
their opponent in an indefinitely repeated PD. Data (analyzed in the appendix) show correlation
between guesses and actions.

\[6\] For example, some studies use games for which the equilibrium payoff set does not expand with
repetition. In others, the repeated game is simply a byproduct of a design that uses fixed-pairing
among subjects. As such, analyses in these papers do not address dynamic strategies, and no scope
exists for subjects to learn over multiple supergames.
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to their beliefs. Other papers, most notably Costa-Gomes and Weizsäcker [2008], focusing on different stage games, do not find such behavior to be as prevalent. Duffy et al. [2021] find failure of best response in a design where subjects play an indefinitely repeated PD against robot players which are known to follow the Grim trigger strategy. Rey-Biel [2009], which reports a high fraction of best-response behavior, concludes that there may be no general findings in this regard, as it may depend on features of the game. Two factors may contribute to the fact that our subjects are close to best responding in our experiment. First, our experiment allows for learning. Danz et al. [2012] show that feedback (and experience) help increase the fraction of best response behavior. Second, deviations from subjective best-response behavior (particularly early in a session) may be more common in experiments with fixed pairings, a feature we don’t have in our experiment. Hyndman et al. [2012] use data from their own experiments as well as those from other studies with fixed pairings [Hyndman et al., 2010, Danz et al., 2012] to show the presence of subjects who take actions that are suboptimal (given their stated beliefs) in the short-run in an attempt to teach their opponents to play their preferred outcome. They also find such teaching facilitates convergence to a Nash equilibrium.

There are two other areas in which our results echo those identified in this literature. First, a key finding of Nyarko and Schotter [2002] is that beliefs are not equivalent to $\gamma$-weighted empirical beliefs [Cheung and Friedman, 1997]. That is, consistent with our results, they find subjects’ beliefs are not equivalent to frequency of past actions. Second, in our data, subjects who cooperate have more optimistic beliefs than those who defect (as can be seen in Figures 8 and 9). This is reminiscent of the correlation between own contribution and others expected contributions observed in voluntary contribution and trust games (see for example Kocher et al. [2015] and the references therein).

While substantially different in both its focus and design, a closely related paper by Gill and Rosokha [2020] elicits beliefs from subjects playing multiple indefinitely repeated PD games. In Gill and Rosokha [2020], subjects directly choose strategies (from a list of 10) and in the first and last supergames also report beliefs over those strategies. Their design allows them to study beliefs from the onset, and as such focuses more directly on the evolution of beliefs in indefinitely repeated games and their connection to a level-k model of rationality. They also link personality traits to strategies and beliefs. Their observation that strategy choices are broadly consistent with beliefs in indefinitely repeated games is in line with one of our key findings for both the Finite and Indefinite games.

The paper is organized as follows. The formal description of strategies and beliefs
are given in section 2. Section 3 describes the experimental design. Results are presented in section 4. We conclude with a discussion in section 5.

2 Strategies and Beliefs

The stage game is the standard prisoners’ dilemma with two actions, $C$ (cooperation) and $D$ (defection). Let $A_i = \{C, D\}$ be the set of (stage) actions, and let $A = A_1 \times A_2$ be the set of action profiles with a generic element $a$. The stage-game payoffs $g_i(a)$ are given in Table 1. The horizon of the supergame (repeated game) is either finite or infinite. For $t = 1, 2, \ldots$, history $h^t$ of length $t$ is a sequence of action profiles in rounds $1, \ldots, t$. Let $H^t = A^t$ be the set of $t$-length histories. A player’s (behavioral) strategy $\sigma_i = (\sigma^1_i, \sigma^2_i, \ldots)$ is a mapping from the set of all possible histories to actions. $\sigma^1_i(a_i) \in [0, 1]$ denotes the probability of action $a_i$ in round 1, and for $t \geq 2$ and history $h^{t-1}$, $\sigma^t_i(h^{t-1})(a_i) \in [0, 1]$ denotes the probability of action $a_i$ in round $t$ given history $h^{t-1}$. Let $\Sigma_i$ denote the set of strategies of player $i$. In the supergame with finite horizon $T < \infty$, player $i$’s payoff under the strategy profile is the simple average of stage payoffs:

$$u_i(\sigma) = T^{-1} \sum_{t=1}^{T} E_{E}[g_i(a^t)] ,$$

where $E_{E}$ is the expectation with respect to the probability distribution of $h^T = (a^1, \ldots, a^T)$ induced by $\sigma$. In the supergame with infinite horizon, the players have the common discount factor $\delta < 1$, and their payoff is the average discounted sum of stage-game payoffs:

$$u_i(\sigma) = (1 - \delta) \sum_{t=1}^{\infty} \delta^{t-1} E_{E}[g_i(a^t)].$$

We postulate that each subject $i$ is endowed with a supergame strategy $\sigma_i \in \Sigma_i$ and a subjective belief about the supergame strategy played by the other player. Specifically, we suppose player $i$ believes $j$’s strategy is randomly chosen from some finite subset $Z_j$ of $\Sigma_j$ according to a probability distribution $\tilde{p}_i$, which is referred to as player $i$’s (prior) supergame belief.\(^7\) One interpretation of $\tilde{p}_i$ is that it represents $i$’s prior belief over the proportion of different strategies played by other subjects in

\(^7\)We use $\tilde{p}$ instead of $p$ to denote beliefs. In later sections, we use $p$ to denote the actual distribution of strategies in the population.
that session.⁸

Note \( \hat{p}_i \) can be updated after each round of play conditional on realized history of play. For each \( t \geq 2 \) and \( h^{t-1} \in H^{t-1} \), we denote by \( \hat{p}_i^t = \hat{p}_i(\cdot \mid h^{t-1}) \) player \( i \)'s updated supergame belief about \( j \)'s strategy in round \( t \) given \( h^{t-1} \). Associated with this is player \( i \)'s round \( t \) belief \( \mu_i^t(h^{t-1}) \), which describes his belief about \( j \)'s stage action in round \( t \). More specifically, \( \mu_i^t(h^{t-1}) \) is the probability that \( i \) assigns to \( j \)'s choice of action \( C \) given \( h^{t-1} \), and is related to \( \hat{p}_i^t \) through

\[
\mu_i^t(h^{t-1}) = \sum_{\sigma_j \in Z_j} \hat{p}_i^t(\sigma_j) \sigma_j(h^{t-1})(C).
\]

The belief-elicitation task in this experiment involves beliefs over stage actions. That is, the design elicits from each subject \( i \), in each round \( t \) (conditional on history of play), his belief \( \mu_i^t \equiv \mu_i^t(h^{t-1}) \). For simplicity, we often refer to \( \mu_i^t \) as a "belief." In section 4.3, we recover the subjects' supergame beliefs \( \hat{p}_i \) from the sequence of their elicited beliefs \( \mu_i^1, \mu_i^2, \ldots \).

Player \( i \)'s type refers to his supergame strategy \( \sigma_i \). In our estimation of supergame beliefs, we assume player \( i \) is Bayesian in the sense that his supergame belief \( \hat{p}_i(\cdot \mid h^{t-1}) \) is updated according to Bayes rule after each history: for any \( t \geq 1 \) and \( h^t = (h^{t-1}, a^t) \),

\[
\hat{p}_i^t(\sigma_j) = \frac{\hat{p}_i^{t-1}(\sigma_j) \sigma_j^{t-1}(h^{t-1})(a_j^t)}{\sum_{\tilde{\sigma}_j \in Z_j} \hat{p}_i^{t-1}(\tilde{\sigma}_j) \tilde{\sigma}_j^{t-1}(h^{t-1})(a_j^t)},
\]

where beliefs in the first round are \( \hat{p}_i^1 = \hat{p}_i \). Player \( i \) is subjectively rational if his supergame strategy \( \sigma_i \) best responds to his supergame belief \( \hat{p}_i \):

\[
\sigma_i \in \arg\max_{\tilde{\sigma}_i \in Z_i} \sum_{\sigma_j \in Z_j} \hat{p}_i(\sigma_j) u_i(\tilde{\sigma}_i, \sigma_j).
\]

Some of the key supergame strategies in our analysis are as follows. AC and AD are the strategies that choose \( C \) and \( D \), respectively, for every history. \( \sigma_i \) is Grim if \( \sigma_i^t(h^{t-1})(C) = 1 \) if \( h^{t-1} = ((C, C), \ldots, (C, C)) \) and \( \sigma_i^t(h^{t-1})(C) = 0 \) otherwise. \( \sigma_i \) is TFT (resp. STFT) if \( \sigma_i^t(C) = 1 \) (resp. \( \sigma_i^t(D) = 1 \)) and \( \sigma_i^t(h^{t-1})(a_j^{t-1}) = 1 \) for every \( h^{t-1} \) and \( t \geq 2 \). For \( k = 1, 2, \ldots \), \( \sigma_i \) is Tk, a threshold strategy with threshold \( k \), if \( \sigma_i \) follows Grim for all \( t < k \), and then switches to AD after round \( k \).⁹

---

⁸With random matching, \( i \)'s belief about the strategy played by his opponent in each supergame is equal to his belief about the proportion of strategies in the population.

⁹All strategies considered in our analysis are listed and defined in Table 15 of Online Appendix B.
3 Design

The experiment involves two (between-subjects) treatments, which we refer to as the Finite and Indefinite games. Three important considerations (besides the aforementioned aim for simplicity) guided our experimental design.

1. Selecting parameters such that initial cooperation rates are high in both the Finite and Indefinite games (and at similar rates). We designed the experiment to elicit beliefs in a setting where behavior is more similar between the Finite and Indefinite games than predicted by theory. This allows us to study whether cooperation is driven by similar considerations across these two games. Eliciting beliefs under other parameter combinations can also be of interest, but results in such settings should more predictable: subjects are likely to exhibit very different beliefs in environments with high-cooperation versus low-cooperation rates. Also, the two games provide a sharper contrast in terms of the types of strategies used than can be achieved by varying parameters within each class of games (Finite or Indefinite). Our parameter choice was based on previous experiments and meta-analysis [Embrey et al., 2018, Dal Bó and Fréchette, 2018].

2. Introducing belief elicitation while mitigating its impact on the subject’s play. One concern is that asking for beliefs from the onset of the experiment may alter how subjects approach the strategic interaction. To reduce this possibility, we separate the experiment into two parts. First, subjects are presented with “standard” repeated PD experimental instructions that do not mention beliefs. Second, after four supergames, the experiment is paused, and instructions explaining the belief-elicitation procedures are given. This two-part approach draws on Dal Bó and Fréchette [2019], who do this for strategy elicitation.\textsuperscript{10} The results of the current experiment reproduce the qualitative features of previous experiments without belief elicitation (with similar parameters).\textsuperscript{11} Although beliefs at the start of the experiment are not elicited in the two-part approach, the potential benefits of not distorting behavior outweigh the downside of not observing beliefs in those early supergames.

3. Allowing subjects to gain ample experience. Prior research, both with finitely and indefinitely PD games, show the importance of experience [Embrey et al., 2018,

\textsuperscript{10}They find that choices in their experiments with strategy elicitation (introduced after a period of play of the standard repeated PD) are similar to those from experiments without strategy elicitation. Other experiments that immediately introduce strategy elicitation have reported different results.

\textsuperscript{11}Moreover, the two-part approach allows for comparison of behavior before and after belief elicitation.
Dal Bó and Fréchette, 2018]. For instance, for the parameters we use in the Finite game, Embrey et al. [2018] find the average round of the last cooperation moves one round earlier for every 10 supergames. This desire to have subjects play as many supergames as possible is one of the factors that increase the need for simplicity. Asking more complex belief questions would necessarily slow down the experiment and reduce the number of supergames.

We now turn to the specifics of the experimental design.

The left panel of Table 1 shows the stage game used in the experiment (in experimental currency units), whereas the right panel shows its normalized version. We use supergame to refer to each repeated game played between two matched players, and round to refer to each play of the stage game. In the Finite game, each supergame ends after eight rounds, $T = 8$. In the Indefinite game, after each round, there is a $\frac{7}{8}$ probability that the supergame will continue for an additional round. To ensure the observation of at least eight rounds of play, the indefinite treatment uses the block random design that lets subjects play for eight rounds for sure, and then informs them of if and when the supergame actually ended; if it has not ended, they subsequently make choices one round at a time.

---

Table 1: Stage Game

<table>
<thead>
<tr>
<th>In ECU</th>
<th>Normalized</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>D</td>
</tr>
<tr>
<td>C</td>
<td>51, 51</td>
</tr>
<tr>
<td>D</td>
<td>63, 22</td>
</tr>
<tr>
<td></td>
<td>39, 39</td>
</tr>
</tbody>
</table>

The normalization facilitates comparison with prior studies. With normalization, we set the mutual cooperation payoff equal to 1 and the mutual defection payoff equal to 0. The normalized temptation payoff is hence $2 = (63 - 39)/(51 - 39)$ and the normalized sucker payoff is $-1.41 = (22 - 39)/(51 - 39)$.

The parameters used in this paper are identical to those used in one treatment of Embrey et al. [2018].

The expected length of a supergame is hence eight rounds. The random termination is determined by a pseudo-random number generator whose seed is set arbitrarily at the beginning of the session.

This method was first introduced in Fréchette and Yuksel [2017] and has now been used in
At the conclusion of each supergame, subjects are randomly re-matched to play a new supergame. After four supergames are played, subjects are given new instructions on the belief-elicitation task. This is the first time beliefs are mentioned to the subjects in the experiment. From that point onward, each subject $i$ is asked in every round $t$ to state their round $t$ belief $\mu_{t}^{i}$ as an integer between 0 and 100. The task is incentivized via the binarized scoring rule, which determines the likelihood that a subject wins 50 experimental currency units based on their response in this task and the realized action choice of the matched subject. The belief question is presented on a separate screen after subjects have made their action decision for that round and before feedback is provided. This process continues until the first supergame to terminate after at least one hour of play has elapsed.

Although prior research on indefinite PDs has not found that risk aversion is an important determinant of choices [Dal Bó and Fréchette, 2018], risk preferences could, in principle, mediate the relation between beliefs and choices. For this reason, we also elicited subjects’ risk preferences at the end of each session using the bomb task [Crosetto and Filippin, 2013]. Instructions for this task were distributed after the completion of the last supergame.

We conducted eight sessions per treatment and 16 sessions in total. Table 2 summarizes basic information about each session. The supergames for the part with belief elicitation are separated into early and late. We use this categorization in the presentation of results, with most of the data analysis focusing on late supergames. We randomly chose one supergame without belief elicitation and one supergame with elicitation for payment, and paid subjects for the outcomes of all game rounds for those two supergames. We also paid subjects for the belief-elicitation task in one multiple papers on a variety of topics, for example, Vespa and Wilson [2019] in dynamic games and Weber et al. [2018] in a bond market.

17Recall that $\mu_{t}^{i}$ is the probability assigned by $i$ to $j$’s choice of action $C$ in round $t$.
18Unlike the classical quadratic scoring rule that is incentive compatible only under risk neutrality, incentive compatibility of the binarized scoring rule is independent of a subject’s risk attitude. See Hossain and Okui [2013] and Allen [1987] for an earlier formulation of the idea. We use the implementation outlined in Wilson and Vespa [2018].
19We opted for this ordering where beliefs are elicited after action decisions in each round to minimize the risk that the belief questions influence the way subjects play these games.
20The maximum possible earning from this task is 99 experimental currency units.
21This number of sessions per treatment is more than the typical number. The reason for having more sessions will become apparent in the section on beliefs over strategies, because the method we propose is data intensive.
22We aimed for three supergames for both early and late when possible. When that was not possible, we aimed for each group to have a division of total rounds that was as balanced as possible.
Table 2: Session Summary

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Session</th>
<th>Subjects</th>
<th>Supergames</th>
<th>No. of Game Rounds</th>
<th>Total no. of Obs.</th>
<th>Rounds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Actions Only</td>
<td>Actions and Beliefs</td>
<td></td>
</tr>
<tr>
<td>Finite</td>
<td>1</td>
<td>20</td>
<td>12</td>
<td>8, 8, 8, 8</td>
<td>8, 8, 8, 8</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>20</td>
<td>12</td>
<td>8, 8, 8, 8</td>
<td>8, 8, 8, 8</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>20</td>
<td>13</td>
<td>8, 8, 8, 8</td>
<td>8, 8, 8, 8</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>20</td>
<td>11</td>
<td>8, 8, 8, 8</td>
<td>8, 8, 8, 8</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>20</td>
<td>13</td>
<td>8, 8, 8, 8</td>
<td>8, 8, 8, 8</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>20</td>
<td>13</td>
<td>8, 8, 8, 8</td>
<td>8, 8, 8, 8</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>20</td>
<td>12</td>
<td>8, 8, 8, 8</td>
<td>8, 8, 8, 8</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>18</td>
<td>12</td>
<td>8, 8, 8, 8</td>
<td>8, 8, 8, 8</td>
<td>96</td>
</tr>
</tbody>
</table>

| Indefinite| 1       | 20       | 10         | 9, 7, 13, 7      | 1, 2, 23, 6      | 4, 1, 19 | 112    |
|           | 2       | 20       | 9          | 8, 15, 7, 32     | 2, 10, 8, 5      | 5, 1, 8  | 105    |
|           | 3       | 18       | 7          | 8, 2, 3, 14      | 23, 17, 10       | 17, 10  | 90     |
|           | 4       | 16       | 8          | 9, 7, 10, 13     | 32, 7, 7, 6      | 7, 7, 6  | 96     |
|           | 5       | 14       | 12         | 7, 22, 7, 3      | 2, 5, 8, 4, 14   | 9, 3, 10 | 119    |
|           | 6       | 14       | 6          | 1, 31, 4, 3      | 21, 15, 44       | 15, 94  | 94     |
|           | 7       | 18       | 10         | 5, 6, 7, 14      | 30, 8, 5, 3      | 4, 9, 4  | 109    |
|           | 8       | 20       | 9          | 11, 1, 4, 13     | 9, 5, 2          | 2, 4, 2  | 81     |

302 subjects in total.

Payment: $8 + choices from two supergames (pre/post) + beliefs in one.
Earnings from $22.00 to $63.75 (with an average of $35.30).
randomly selected round of one randomly selected supergame.\textsuperscript{23}

4 Results

The analysis of our data is separated into three sections. Section 4.1 provides an overview of the qualitative features of observed behavior focusing on actions. Section 4.2 presents results on beliefs (over actions), namely, their accuracy, how they are affected by history, and their relation to actions. Finally, section 4.3 proposes a methodology to recover beliefs over supergame strategies and uses this method to study how the strategy choice relates to beliefs.

4.1 Actions

For any supergame, denote by $x^t_i$ the indicator of subject $i$’s choice of $C$ in round $t$, and by $\bar{x}^t$, the round $t$ cooperation rate averaged over subjects. As will be clear from the context, the analysis in what follows sometimes aggregates $\bar{x}^t$ over multiple supergames.

Figure 1 shows cooperation rates by supergame. Starting with the Finite game (the left panel), we observe relatively high initial (round one) cooperation rates slightly above 80%. Focusing on rounds $> 2$, and dividing the sample into two cases, $x^t_i$ following the other player’s cooperation $a^{t-1}_j = C$ and those following other’s defection $a^{t-1}_j = D$, we observe high cooperation rates following cooperation and low cooperation rates following defection. We also observe that the difference between those two averages, referred to as responsiveness, increases with experience. The cooperation rate in round eight is decreasing with experience and is low by the end (below 20%).

The right panel of Figure 1 presents the same statistics for the Indefinite game. In this case, and as with the Finite game, round-one cooperation rates are high (start slightly below 80% and increase to slightly above 80%). Cooperation rates

\textsuperscript{23}To address hedging concerns, we chose the supergame for the belief-elicitation task from the supergames not used for the action task. Experimental currency units were translated into earning in dollars at an exchange rate of 3 cents per point. All subjects also received a show-up fee of $8. Earnings from the experiment varied from $22.00 to $63.75 (with an average of $35.30). All instructions (available in Online Appendix C) were read aloud. The computer interface was implemented using zTree [Fischbacher, 2007] and subjects were recruited from UCSB students using the ORSEE software [Greiner, 2015].
following cooperation by the other are high, whereas cooperation rates following defection are low. Again, responsiveness increases with experience. However, in contrast to the Finite game, cooperation rates in round eight are high and increasing with experience.24

Hence, consistent with prior experiments with comparable parameters, the design successfully generates similar and high levels of round-one cooperation in both games. Also in line with prior findings, subjects display responsiveness that increases with experience. Finally, cooperation collapses at the end of the Finite game but persists in the Indefinite game. In summary, behavior along key dimensions is qualitatively consistent with prior findings on these two games.25

24 Instead of round eight, one might want to compare the round-eight behavior in the Finite game to the last game round in the Indefinite game, or to the last observation round. Doing so does not qualitatively change the results. These alternative figures are presented in Online Appendix B (Figure 13).

25 Table 10 in the Online Appendix B also shows no significant changes in round-one choices for supergames where beliefs are elicited (compared with those where they are not).

Figure 1: Cooperation Rate over Supergames
Result 1 We reproduce qualitative data patterns observed in previous experiments on Finite and Indefinite PD games, and find no indication of actions being impacted by belief-elicitation. In particular, our results confirm cooperation is history dependent in both games. Furthermore, cooperation evolves differently in both games: it collapses at the end only in the Finite game.

4.2 Beliefs

Let $\bar{\mu}^t = \sum_{i=1}^{n} \mu_i^t$ denote the average of round $t$ beliefs in any given supergame. Again, $\bar{\mu}^t$ is aggregated over multiple supergames and/or over particular histories in what follows.

Figure 2: Distribution of Beliefs by Round

Figure 2 displays the cumulative distributions of (unconditional) beliefs in rounds
As the figure clearly shows, beliefs evolve very differently over rounds across these two types of games. Beliefs become comparatively more pessimistic in the Finite game as the supergame unfolds. The difference in the average belief is statistically significant in rounds six, seven, and eight.

A few more observations are worth making. First, beliefs are varied and do not concentrate on a few values. Second, subjects do report beliefs of 0 and 1, not just interior values. In fact, in round eight, more than 40% of subjects place probability one on defection by the other player in the Finite game, whereas more than 40% of subjects place probability one on cooperation by the other player in the Indefinite game.

**Result 2** Beliefs are different in Finite and Indefinite games. The main difference is that beliefs about cooperation collapse toward the end in the Finite game.

### 4.2.1 Actions and Beliefs

Putting beliefs and actions together reveals beliefs—on average—track cooperation rates closely. Figure 3 shows for late supergames that the point estimate for average belief \( \bar{\mu}_t \) is close to that for the average cooperation rate \( \bar{x}_t \) in each round \( t \) and that their confidence intervals display substantial overlap. When aggregated over all rounds, the differences between action frequencies and beliefs are small, at less than one percentage point for Finite and two percentage points over the first eight rounds of the Indefinite game. This difference is not statistically different from 0 for the Finite game, but it is for the Indefinite game (even though the difference is small in magnitude).\(^{29}\)

\(^{26}\) The reader interested in an equivalent to Figure 1 from the previous section but focusing on beliefs instead of actions is referred to Online Appendix B (Figure 14).

\(^{27}\) Throughout, results over rounds will focus on the first eight rounds. For the Indefinite game, we have many more rounds, but sample sizes are substantially smaller for rounds nine and above.

\(^{28}\) Respectively, \( p < 0.05 \), \( p < 0.01 \), and \( p < 0.01 \). Throughout, when statistically significant is used without a qualifier, it refers to the 10% level. Here and elsewhere, unless noted otherwise, statistical tests involve subject-level random effects and session-level clustering (see Fréchette [2012] and Online Appendix A.4. of Embrey et al. [2018] for a discussion of issues related to hypothesis testing for experimental data). In the case of beliefs, as here, we use a tobit specification allowing for truncation. For tests of cooperation, we use a probit specification.

\(^{29}\) We perform the test on the difference between the opponent’s action (coded as 1 for cooperate and 0 for defect) and the reported belief. Results are robust to including all observation rounds or only the first eight rounds.
However, when we look at each round separately, both in the Finite and Indefinite games, we see a statistical difference between action frequencies and beliefs for rounds one through three. The difference is about four percentage points for each of the three rounds of the Finite game, whereas it is 11, 5.8, and 0.2 percentage points for the same rounds of the Indefinite game. In rounds seven and eight, we also see statistically significant differences between action frequencies and average beliefs for the Finite game. The difference is 9.5 and 3.1 percentage points for rounds seven and eight, respectively. (The corresponding values are 0.1 and 1.1 in the Indefinite game.) In other rounds (rounds 4-6 of the Finite game and rounds 4-8 of the Indefinite game), beliefs and cooperation rates are not statistically different at the 10% level. In summary, to the extent that action frequencies and beliefs differ, the deviations are most prominent for late rounds in the Finite game and early rounds for the Indefinite game.

One natural question is whether, with experience, subjects learn to correct their mispredictions. Figure 4 displays the error in key rounds for early versus late supergames. As the figure shows, in many cases where more substantial error occurs in early supergames, improvement is observed in late supergames, but not for round seven of the Finite game and round one of the Indefinite game. Even in these cases, however, subjects’ beliefs do move in the right direction. As seen in Figure 15 in
Online Appendix B, which reports average cooperation rates and average beliefs for rounds one and seven over supergames, beliefs move in the correct direction with experience, but not fast enough to catch up with the changes in actions. We should note, however, that the changing behavior over the course of the session does not always imply beliefs are systematically off. For instance, in that same figure, one can see cooperation rates in round seven of the Indefinite game are changing with experience, but subjects correctly anticipate this change, as reflected in their beliefs.

Although determining exactly how beliefs are formed is not the goal of this study, understanding what allows subjects to predict actions relatively well is of clear interest. One conjecture is that subjects are simply reporting back their observations about others’ behavior from previous supergames. Alternatively, subjects may form beliefs relying on introspection alone, or some combination of learning and introspection. The data suggests that although experiences matter in shaping beliefs, they

---

The earlier observation about the Finite game—although behavior is changing in round seven, beliefs track action frequencies closely—already suggests subjects cannot be basing their beliefs only on empirical frequencies.
are not the sole determinant. Figure 16 in Online Appendix B shows the kernel density estimates of the differences between beliefs and the subject-specific experienced frequencies for the fifth (the first with belief elicitation) and last supergames of any given session. Although each panel displays a peak close to 0, many are relatively flat and some are not centered at zero.

![Graphs showing cooperation rates and beliefs for different actions in round one and round two](image)

Figure 5: Conditional Round-Two Beliefs, Finite Games

So far in Figures 3 and 4, we considered only unconditional beliefs, but what about the subjects’ ability to anticipate actions following specific histories? To consider histories with a sufficient number of observations, we examine this question for round two. Figures 5 and 6 present the relevant data conditional on round-one histories (labeled with one’s own action first followed by the opponent’s action). In both the Finite and Indefinite games, we observe that beliefs quickly adjust in response to the other’s action. 

Interestingly, note the downward adjustments following a unilateral choice of $D$ by either player in round one are of the correct magnitude even though the required adjustment is quite large. Note that this provides clear evidence [31] that beliefs adjust in response to specific histories. 

---

[31] They should not be correct in round one, because beliefs are unconditional, whereas by construction, the figures present specific action frequencies in round one.
evidence of subjects updating their beliefs about the future cooperativeness of their counterpart following a history in which defection is observed. It is also interesting that such beliefs become equally pessimistic regardless of which player has defected. Comparing the two figures, we see action frequencies and beliefs evolve in a similar fashion in all panels except for the top-left panel, which shows clear differences across the two treatments. In the Finite game, most of the initially cooperative interactions eventually break down, and breakdown is mirrored by beliefs. In the Indefinite game, on the other hand, beliefs about cooperation are sustained if they survive the second round.

These results showing beliefs that are fairly accurate, both averaged over histories and along specific histories, do not speak directly to whether many or few subjects correctly anticipate actions at the individual level. One way to answer this question in a simple but structured way is to look at whether subjects are accurate in at least assessing whether cooperation by their opponent is a relatively likely or unlikely event. Specifically, we denote cooperation (by one’s opponent) conditional on a history to be unlikely if the empirical frequency of cooperation is less than one
third, *likely* if the empirical frequency is more than two thirds, and *uncertain* if the empirical frequency is between these values. Then, we identify the share of observations for which a subject’s belief is accurate relative to this categorization; that is, we look at whether the belief lies in the same tercile (unlikely/likely/uncertain) as the observed average cooperation rate. We do so for rounds one and two.

Table 12 in Online Appendix B shows that accuracy of beliefs at the individual level, as defined above, is high both for round one (73% in the Finite game, 67% in the Indefinite game) and round two (83% in the Finite game, 80% in the Indefinite game). The accuracy rate is substantially above 33% (the benchmark if beliefs were random) even in early supergames. However, after one history, accuracy is low: in round two of the Indefinite game along $h_1^1 = (C, D)$ (cooperation by oneself and defection by the other), beliefs fall in the correct tercile only 29% of the time. Interestingly, the opposite is not true: round-two beliefs along $h_1^1 = (D, C)$ (defection by oneself and cooperation by the other) fall in the correct tercile 79% of the time. Table 12 also considers more demanding tests of accuracy by reporting the fraction of times the empirical frequencies of cooperation are within ±5 and 10 percentage points of reported beliefs. Beliefs are fairly accurate along some histories (especially the more common ones, e.g., $h_1^1 = (C, C)$), but less so along other histories that are less common (particularly along $h_1^1 = (C, D)$ and $(D, C)$ in the Indefinite game).

As Figures 5 and 6 above show, supergames starting with joint cooperation are the most common. How do beliefs evolve on a mutual cooperation path? Figure 7 shows the average cooperation rates $\bar{x}_t$ and average beliefs $\bar{\mu}_t$ along the history $h_{t-1}^t = ((C, C), \ldots, (C, C))$. For example, a solid circle at round five indicates the empirical cooperation rate after four rounds of joint cooperation (close to 100% in both games). The most striking observation is the sharp decline in beliefs toward the end in the Finite game. That is, subjects (correctly) anticipate the increasing likelihood of defection from their opponent despite the fact that all choices up to that point were cooperative for both players. Nonetheless, we see clear evidence that subjects underestimate the degree to which cooperation drops from round 6 to 7: whereas beliefs are well calibrated in round 6 (within 1 percentage points of the empirical frequency), they show optimism (13 percentage points higher than the empirical frequency) in round 7. In summary, these findings suggest that although subjects anticipate the decline in cooperation, they underestimate the magnitude

\[32\text{Note } t = 2 \text{ corresponds to cases presented in Figures 5 and 6.} \]
\[33\text{The decline in beliefs is not driven by selection: conditioning on subjects who remain on a cooperative path until the eighth round, beliefs decline from 89% in round 2 to 49% in round 8.} \]
\[34\text{By round 8, the error declines to less than 4 percentage points.} \]
and foresee only 60% of the actual drop in cooperation. In the Indefinite game, on the other hand, beliefs and cooperation rates remain high as the supergames unfold. We note also these patterns are already visible in early supergames (see Figure 17 in Online Appendix B).

The last observation suggests, in particular, that the evolution of beliefs in the Finite game cannot simply be explained by heuristic models based on past action choices (within a supergame). For example, if a subject always set his belief equal to his opponent’s action in the previous round, he would report beliefs for round 7 (in the Finite game) that are almost three times more over-optimistic and less than half as accurate than the ones we observe in the data.\textsuperscript{35} Clearly, beliefs in the Finite game change on a cooperative path with the length of the interaction, and hence are non-stationary.

\textsuperscript{35}For the first exercise, we compare $\frac{1}{n} \sum_i (\mu_i^7 - x_{m(i)}^7)$ with $\frac{1}{n} \sum_i (x_i^6 - x_{m(i)}^7)$, where $m(i)$ is the subject matched with subject $i$. For the second exercise, we compare $\frac{1}{n} \sum_i |\mu_i^7 - x_{m(i)}^7|$ with $\frac{1}{n} \sum_i |x_i^6 - x_{m(i)}^7|$.

Figure 7: Cooperative Path (First Eight Rounds)
Result 3 (1) Beliefs are accurate, on average, but show some systematic and persistent deviations: they are optimistic late in the Finite game and pessimistic early in the Indefinite game. (2) Beliefs respond to the history of play. (3) However, differences exist across games even along the same history. In particular, subjects correctly anticipate cooperation will break down despite a history of joint cooperation in the Finite game.

![Density of Beliefs in Round One](image)

Vertical lines indicate respective averages. Late supergames.

Figure 8: Beliefs of Defectors vs. Cooperators in Round One

We now turn to the question of whether different actions are supported by different beliefs. Figure 8 shows kernel density estimates of the distribution of round-one beliefs $\mu_1$ by treatment and by the subject’s own action $a_1$ in round one. At a broad level, we can easily see that the beliefs of cooperators and defectors are more different from one another in the Indefinite game than in the Finite game. The average beliefs of cooperators and defectors are statistically different in the Indefinite game ($p < 0.01$) but not in the Finite game.$^{36}$ Of those subjects who reported a belief of less than 50% in round one, only 39% cooperated in the Indefinite game, in contrast

$^{36}$However, a Kolmogorov-Smirnov test rejects that the distributions are the same in both treatments at the 1% level, but we cannot account for the panel structure of the data with this test.
to 55% who cooperated in the Finite game. Subjects with optimistic beliefs cooperated in both treatments: of those subjects who reported a belief greater than 50% in round one, 94% cooperated in the Indefinite game and 87% cooperated in the Finite game. In other words, round-one beliefs were more predictive of round-one actions in the Indefinite game than in the Finite game, and subjects with higher beliefs tend to defect more often in the Finite game than in the Indefinite game.  

Figure 9: Beliefs by Action and Treatment: Rounds One through Eight

Figure 9 plots the CDF of beliefs by action and treatment for each round. It clearly shows cooperation and defection are associated with different beliefs. Except for round one in the Finite game, in every other comparison—every round for each treatment—the average belief is statistically different between those who cooperate

---

37 Appendix B reports additional results with respect to the determinants of cooperation using regression analysis. These results support the patterns reported in the paper. Specifically, we find beliefs are predictive of actions in both the Finite and Indefinite games. Focusing on round one, although beliefs are significant in both games, we find they have more predictive power in the Indefinite game. These results also suggest risk preferences have some limited predictive power for round-one choice in the Finite game (with the likelihood of cooperation decreasing with risk aversion). Recently, Proto et al. [2019] provide some evidence consistent with this finding.
versus those who defect (all p-values < 0.01). Higher cooperation rates are associated with more optimistic beliefs more generally. Table 13 in Online Appendix B shows that in all rounds, the marginal impacts of beliefs on the likelihood of cooperation are positive in both the Finite and Indefinite games. In addition, the round number has a significant negative impact on cooperation in the Finite game but is insignificant in the Indefinite game. More specifically, subjects are more likely to defect later in the Finite game, even if their beliefs are the same.

Perhaps more revealing, cooperation and defection in certain rounds are associated with different beliefs for Finite versus Indefinite games. In round eight, beliefs of the subjects who cooperate are statistically different across treatments (p < 0.01), as are those of the subjects who defect (p < 0.1). Subjects who defect in round eight of the Finite game are more pessimistic (on average) than those who do so in the Indefinite game. Similarly, subjects who cooperate are more optimistic in the Indefinite game than those in the Finite game. On the other hand, subjects who defect in round one of the Finite game are more optimistic than those who do so in the Indefinite game (p < 0.01). Hence, the same action can be supported by different beliefs in those two games.

Result 4 Beliefs correlate to actions, and more optimistic subjects are more likely to cooperate. The same-round belief can generate different actions in each game.

4.3 Beliefs over Supergame Strategies

The preceding section finds a link between beliefs and actions, and also that beliefs are not just the summary of past action choices in a supergame. These patterns lead us to the consideration of beliefs over strategies. The estimation method we develop has two stages and treats separately data on actions and beliefs without imposing any structure between them, thus allowing meaningful questions about whether strategies best respond to beliefs.

Plan for the Estimation Strategy:

1. Classify subjects into types on the basis of their choices.
   (a) Estimate strategies at the population level.
   (b) Use these estimates and each subject’s choices to classify them.

38 Specifications with our measure of risk attitude do not find that it is statistically significant.
39 We do not make the claim that subjects reason in terms of strategies per se, but that we can represent their behavior as such.
2. Estimate beliefs over supergame strategies separately for each type.

Details are provided in sections 4.3.1, 4.3.2, and 4.3.3 below. Note that step 1 above can be performed in different ways. The version specified here as (a) and (b) are specific versions, but the method is more general than this. An example of this is given in Online Appendix B.4 where an alternative classification into types is performed. Here, we outline the intuition for the approach using a simplified example. Suppose we want to recover beliefs over strategies for one player (referred to as player 1) when the data available to us are round beliefs over actions elicited in one supergame (against player 2). For the purpose of the example, assume we know player 1 believes that player 2 uses one of only three strategies: AD, AC, or Grim. In round one, we observe player 1’s unconditional belief that his opponent will start by cooperating: \( \mu_1 = 0.6 \). From this belief, we can already infer the probability player 1 associates with player 2 playing AD, because that strategy is the one considered that starts by defection. That is, we can infer \( \tilde{p}(AD) = 0.4 \) and \( \tilde{p}(AC) + \tilde{p}(Grim) = 0.6 \). However, we cannot determine \( \tilde{p}(AC) \) or \( \tilde{p}(Grim) \) separately. To do so, we look at beliefs elicited in other rounds of the supergame. Assume that in round one, player 1 plays D and player 2 plays C. After observing this history, player 1 reports his round-two belief: \( \mu_2 = 0.1 \). Because player 2 started by playing C, player 1 now knows she is not playing AD. However, player 1’s belief about whether player 2 will cooperate in round two can reveal information about whether he believes player 2’s strategy is more likely to be AC or Grim. Note that after such a history of \((D, C)\), the two strategies indeed prescribe different actions: D for Grim and C for AC. Given \( \mu_1 = 0.1 \), we can recover (via Bayes’ rule) that \( \tilde{p}(AC) = 0.06 \) and \( \tilde{p}(Grim) = 0.54 \). This method provides us with a roadmap for how we can recover ex-ante beliefs over strategies using data on beliefs over stage actions elicited in each round of a supergame. In addition, we allow for players to believe others implement their strategies with error and that subjects may report their belief with some error.

The example above lays out the intuition behind our methodology as well as highlighting some of the challenges it presents. We outline below how we address these challenges.

(1) Belief estimation in the example above relies on the assumption that the relevant strategies (over which subjects have beliefs) are known.\(^{40}\) How do we specify the relevant set of strategies for our data set? By now, a significant body

\(^{40}\)Note that this is not a challenge unique to our study but one encountered by any study that presents analysis involving strategies or beliefs over strategies in repeated games. Traditionally, in the literature studying strategies in repeated games, such an assumption is introduced either at
of literature documents which strategies are used in repeated PD games. We use results from this literature to determine which strategies to include in our consideration set.

(2) The example was constructed such that the data can easily separate the strategies considered; but in some cases, this can require specific histories that are not common and thus call for more data. To increase sample size, we pool data from multiple subjects. However, assuming all subjects share the same beliefs seems unreasonable. Instead, we group subjects according to the strategy that best describes how they play, referred to as their type. We assume subjects of the same type share the same beliefs.\footnote{To validate this assumption, we do the following exercise. We compute the spread of beliefs defined as the difference between the 25\textsuperscript{th} and 75\textsuperscript{th} percentiles of beliefs averaged over rounds and histories. We test whether the spread of beliefs is less among subjects that are of the same type relative to all others in the population. Out of the 10 types (to be defined later) observed in the Finite game and the eight types in the Indefinite game; only three of the 18 paired comparisons is not in line with the assumption that the spread in beliefs is less among subjects of the same type.}

4.3.1 Population-Level Estimates of Strategies

We first use the Strategy Frequency Estimation Method (SFEM) introduced in Dal Bó and Fréchette [2011] to estimate the distribution of strategies used. The method first specifies the set of candidate strategies and then estimates their frequencies in a finite-mixture model allowing for the possibility of implementation errors. Formally, the SFEM results provide two outputs $p$ and $\beta$, both at the population level: $p$ is a probability distribution over the set of strategies, and $\beta$ is the probability that the choice corresponds to what the strategy prescribes. We identify the values of $p$ and $\beta$ that maximize the likelihood of the observed sequences of action choices.

We use a two-step procedure to determine the set of strategies in our analysis. First we rely on prior evidence to construct a consideration set of 16 strategies. The consideration set includes all strategies that Fudenberg et al. [2012] report have a statistically significant SFEM estimate in at least one indefinitely repeated game with perfect monitoring.\footnote{Our aim was to be inclusive in the first step of the selection process. In particular, our selection criterion is such that we include all the strategies found to be important in a variety of different...} Motivated by the results of Embrey et al. [2018], who document...
the prevalent use of threshold strategies with experience in finitely repeated PD games, we also add to the consideration set all threshold strategies up to T8. Results on this consideration set are reported in Online Appendix B. However, because our primary goal is to estimate beliefs over strategies, focusing on such a large set is more costly than is typical with SFEM: having more strategies can make identifying beliefs over different strategies difficult; it can also reduce the number of observations per type in the belief estimation. For these reasons, we use results from the larger consideration set to focus our analysis on the 10 strategies that are most important in terms of choices as well as beliefs. This set consists of AD, AC, Grim, TFT, STFT, Grim2, and TF2T, as well as threshold strategies T8, T7, and T6.

Table 3: Strategy Prevalence and Typing

<table>
<thead>
<tr>
<th>Type</th>
<th>Finite Share</th>
<th>SFEM</th>
<th>Typing</th>
</tr>
</thead>
<tbody>
<tr>
<td>T7</td>
<td>0.30</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>T8</td>
<td>0.22</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>AD</td>
<td>0.12</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>TFT</td>
<td>0.09</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>T6</td>
<td>0.08</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>Grim</td>
<td>0.08</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>TF2T</td>
<td>0.04</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>STFT</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>AC</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Grim2</td>
<td>0.00</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type</th>
<th>Indefinite Share</th>
<th>SFEM</th>
<th>Typing</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFT</td>
<td>0.36</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>Grim</td>
<td>0.18</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>Grim2</td>
<td>0.11</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>AC</td>
<td>0.11</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>TF2T</td>
<td>0.10</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>STFT</td>
<td>0.04</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>T8</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>T7</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>T6</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

Estimation using late supergames.
SFEM estimate for $\beta$ are 0.94 for both.

Table 3 presents the estimation results (in columns 2 and 5) sorted by prevalence. The results are consistent with prior evidence on strategy choice in repeated PD: Threshold strategies are important in theFinite game [Embrey et al., 2018], and papers that have estimated strategies and covered in the meta-study of Dal Bó and Fréchette [2018]. It also means that we do not include strategies that are not observed in direct elicitation studies (Dal Bó and Fréchette [2019] and Romero and Rosokha [2019]).

Thus, the consideration set is AD, AC, Grim, TFT, STFT, Grim2, Grim3, TF2T, 2TFT, and T2–T8. Appendix B provides a detailed description of each of these strategies.

From the original set, we eliminate T2–T5, which our estimates indicate are not relevant in the Finite game, as well as 2TFT and Grim3, which are not popular enough in the Indefinite game to generate reliable belief estimates.
AD, Grim, and TFT account for a majority of the strategies in the Indefinite game [Dal Bó and Fréchette, 2018].

More specifically, in the Finite game, T7 and T8 account for a little over half of the strategies, and they, along with AD, make up two thirds of the choices. Another threshold strategy, T6, is also in the top 5 at 8%. Additionally, TFT and Grim are commonly used strategies (at the 4th and 6th positions).

In the Indefinite game, conditionally cooperative strategies dominate, with TFT and Grim representing more than half of the choices. The lenient versions of Grim and TFT are also among the popular strategies, accounting together for 21% of the choices. Together these four account for more than two thirds of the strategies. Other prominent strategies are AC and AD, two unconditional strategies, representing 20% of the choices. All other strategies are at most 4% each, and the threshold strategies are almost completely irrelevant. Together, conditionally cooperative strategies account for 75% of the data (by contrast, these strategies represent only 21% of the data in the Finite game).

**Result 5** We reproduce results about strategy choices observed in previous finitely and indefinitely repeated PD games. In particular, our results confirm strategic heterogeneity exists within and across treatments. In the Finite game, subjects mostly use threshold strategies, whereas in the Indefinite game, they mostly rely on conditionally cooperative strategies.

### 4.3.2 Typing of Subjects

We use the SFEM results to type subjects according to the strategy that they are most likely playing. Recall the SFEM yields the probability distribution over supergame strategies \( p \) and the probability of implementation errors \((1 – \beta)\). These probabilities can be used to compute the Bayesian posterior that a subject is playing each of the candidate supergame strategies given the sequence of his actions. Each subject is associated with the supergame strategy that has the highest likelihood.

---

45 The Appendix also reports SFEM results for early supergames (the changes are presented in Figure 25) of Online Appendix. Consistent with Embrey et al. [2018] those results show that threshold strategies increase with experience in the Finite game.

46 To our knowledge, this study is the first to compare strategies in Finite and Indefinite games within the same experimental paradigm.

47 Dvorak [2020] recently provides a R-package for easy implementation of the SFEM using the EM algorithm, which also includes a similar typing procedure.
To demonstrate how this works, consider a simpler setup where the set $Z$ of candidate strategies consists only of AD and AC. Assume the SFEM yields \( p = (p_{AD}, p_{AC}) = (0.7, 0.3) \) and \( \beta = 0.9 \). The corresponding behavioral strategies are then given by $\hat{AD}$ and $\hat{AC}$, where for every $h^{t-1}$,

\[
\hat{AD}(h^{t-1}) = 0.9 \circ D + 0.1 \circ C;
\]
\[
\hat{AC}(h^{t-1}) = 0.9 \circ C + 0.1 \circ D.
\]

We suppose the strategy of each subject is chosen from the set $\hat{Z} = \{\hat{AD}, \hat{AC}\}$ using the prior distribution $p$. Assume now that a subject exists who, over multiple supergames consisting of 24 rounds in total, cooperates in 20 rounds and defects in four rounds. Given $p$ and $\beta$, we can calculate the Bayesian posterior that this subject is playing $\hat{AD}$ versus $\hat{AC}$. In fact, the posterior that the subject is playing $\hat{AD}$ is $p_{\hat{AD}} = \frac{p_{AD} \beta^4 (1-\beta)^20}{p_{AD} \beta^4 (1-\beta)^20 + p_{AC} \beta^4 (1-\beta)^20}$, which is close to 0, whereas the posterior that he is playing $\hat{AC}$ is close to 1. Consequently, this subject would be typed as playing AC. Note that in the actual typing exercise, most of the strategies are history dependent. This finding implies that calculating the Bayesian posterior requires comparing for each round the actual action choice of the subject with the action implied by each strategy given the history up to that point.

The results of the typing exercise are reported in the third and sixth columns of Table 3. The type shares are largely similar to the population estimates from SFEM. However, we also observe some differences. In particular, in the Indefinite game, the fraction of subjects typed as TFT is greater than the fraction of TFT in the population. Clearly, the smaller the fraction of subjects of a given type, the less reliable their belief estimates will be.

---

48 A unique strategy exists within the consideration set for each subject in our data set that achieves the highest posterior (given the SFEM results). In Online Appendix B, we plot the CDF of the posterior given the type of the subject. We also plot the CDFs of the second most likely type, third, etc., illustrating the ability of the data to identify types.

49 Two potential sources for such differences are possible. First, and simply mechanically, some subjects play more supergames than others; thus, the fraction of subjects corresponding to a type can differ from the population (over supergames) fraction of that strategy. Second, imagine a data set where a large fraction of subjects play TFT, and a small fraction plays Grim. However, for some of the subjects playing Grim, the number of observations that distinguishes Grim from TFT is very small. When computing the posterior at the subject level, the few observations of difference for a given subject may not be enough to generate the highest posterior on Grim given the strong prior in favor of TFT.
4.3.3 Estimating Supergame Beliefs

For each type in our data, we estimate their supergame beliefs over strategies \( \tilde{p} \), as well as parameters \( \tilde{\beta} \) and \( \nu \). Specifically, \( \tilde{p} \) is a probability distribution over the set \( \tilde{Z}^{\tilde{\beta}} \), which has one-to-one correspondence with the set \( Z \) of candidate strategies used in the SFEM as follows: for each \( \sigma_j \in Z \), \( \tilde{\sigma}_j \in \tilde{Z}^{\tilde{\beta}} \) is a stochastic version of \( \sigma_j \) in the sense that at each history, \( \tilde{\sigma}_j \) chooses the same action as \( \sigma_j \) with probability \( \tilde{\beta} \), but chooses the other action by error with probability \( 1 - \tilde{\beta} \). For every \( h^{t-1} \),

\[
\tilde{\sigma}_j^t(h^{t-1}) = \begin{cases} 
(\tilde{\beta}) \circ C + (1 - \tilde{\beta}) \circ D & \text{if } \sigma_j^t(h^{t-1}) = C, \\
(\tilde{\beta}) \circ D + (1 - \tilde{\beta}) \circ C & \text{if } \sigma_j^t(h^{t-1}) = D.
\end{cases}
\]

Note \( \tilde{p} \) and \( \tilde{\beta} \) jointly pin down beliefs over stage actions given each history. For illustration, suppose again that the set \( Z \) of candidate strategies consists only of AD and AC so that \( \tilde{Z}^{\tilde{\beta}} \) consists of their randomized versions \( \tilde{AD} \) and \( \tilde{AC} \) for \( \tilde{\beta} = 0.9 \). It then follows that the round-one belief \( \mu_1^1 \) equals \( \tilde{p}_{\tilde{AD}} \times 0.1 + \tilde{p}_{\tilde{AC}} \times 0.9 \). If the subject observes \( a_1^1 = C \) in the first round, by Bayes’ rule, his belief in round two will increase to

\[
\left( \frac{\tilde{p}_{\tilde{AD}} \times 0.1}{\tilde{p}_{\tilde{AD}} \times 0.1 + \tilde{p}_{\tilde{AC}} \times 0.9} \right) 0.1 + \left( \frac{\tilde{p}_{\tilde{AC}} \times 0.9}{\tilde{p}_{\tilde{AD}} \times 0.1 + \tilde{p}_{\tilde{AC}} \times 0.9} \right) 0.9.
\]

The third parameter \( \nu \) represents potential errors in the reporting of beliefs. Formally, if a subject’s belief in any round \( t \) (implied by \( \tilde{p} \) and \( \tilde{\beta} \)) is \( \mu_t^i \), we assume his reported belief is distributed according to the logistic distribution with mean \( \mu_t^i \) and variance \( \nu \) truncated to the unit interval. For each type, we identify the values of \( \tilde{p} \), \( \tilde{\beta} \), and \( \nu \) that maximize the likelihood of the sequence of elicited beliefs in all rounds of late supergames. A summary of these estimation results are reported in Tables 4 and 5, with the complete results provided in the Appendix. Note some types are not observed frequently enough to allow for estimation, which is the case whenever only 1% of subjects are of a certain type. In addition, there is sometimes insufficient variation to separate the beliefs with respect to some of the strategies. In those cases, we set the least popular strategies (according to SFEM) to zero and “assign” the belief to the more popular strategy. This applies to only three of the 84 estimates reported in Tables 4 and 5. The rows are sorted by frequency of the strategy, and the columns are sorted by average belief (i.e., the first strategy for which we report beliefs is the one that subjects put the most weight on, on average).

\[\text{The variables with tilde are estimates about beliefs and distinguished from the corresponding SFEM estimates of strategies.}\]
Table 4: Beliefs over Strategies in the Finite Game

<table>
<thead>
<tr>
<th>Type</th>
<th>SFEM</th>
<th>Typing</th>
<th>T7</th>
<th>T8</th>
<th>Grim</th>
<th>TFT</th>
<th>AD</th>
<th>TF2T</th>
<th>Grim2</th>
<th>Other</th>
<th>ν</th>
<th>$\hat{\beta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T7</td>
<td>0.30</td>
<td>0.35</td>
<td>0.43</td>
<td>0.39</td>
<td>0.18</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>1.00</td>
</tr>
<tr>
<td>T8</td>
<td>0.22</td>
<td>0.20</td>
<td>0.00</td>
<td>0.50</td>
<td>0.04</td>
<td>0.01</td>
<td>0.09</td>
<td>0.15</td>
<td>0.21</td>
<td>0.00</td>
<td>0.01</td>
<td>1.00</td>
</tr>
<tr>
<td>AD</td>
<td>0.12</td>
<td>0.12</td>
<td>0.75</td>
<td>[0.00]</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.18</td>
<td>0.00</td>
<td>0.03</td>
<td>1.00</td>
</tr>
<tr>
<td>TFT</td>
<td>0.09</td>
<td>0.12</td>
<td>0.00</td>
<td>0.33</td>
<td>0.00</td>
<td>0.53</td>
<td>0.11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.01</td>
<td>1.00</td>
</tr>
<tr>
<td>T6</td>
<td>0.08</td>
<td>0.08</td>
<td>0.99</td>
<td>0.00</td>
<td>[0.00]</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>1.00</td>
</tr>
<tr>
<td>Grim</td>
<td>0.08</td>
<td>0.02</td>
<td>0.00</td>
<td>0.22</td>
<td>0.17</td>
<td>0.16</td>
<td>0.34</td>
<td>0.01</td>
<td>0.00</td>
<td>0.10</td>
<td>0.02</td>
<td>1.00</td>
</tr>
<tr>
<td>Other</td>
<td>0.11</td>
<td>0.11</td>
<td>0.01</td>
<td>0.16</td>
<td>0.35</td>
<td>0.30</td>
<td>0.01</td>
<td>0.11</td>
<td>0.00</td>
<td>0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td></td>
<td></td>
<td>0.30</td>
<td>0.29</td>
<td>0.11</td>
<td>0.09</td>
<td>0.07</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Estimation on late supergames out of 10 strategies: AD, AC, Grim, TFT, STFT, T8-T6, Grim2, and TF2T. Rows, top 6 played strategies. Columns, top 7 believed strategies. Estimates in [square brackets] are not estimated due to collinearity. SFEM estimate for $\beta$ is 0.94. Complete results in Table 9.

Table 5: Beliefs over Strategies in the Indefinite Game

<table>
<thead>
<tr>
<th>Type</th>
<th>SFEM</th>
<th>Typing</th>
<th>Grim</th>
<th>TFT</th>
<th>TF2T</th>
<th>AC</th>
<th>AD</th>
<th>Grim2</th>
<th>STFT</th>
<th>Other</th>
<th>ν</th>
<th>$\hat{\beta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFT</td>
<td>0.36</td>
<td>0.59</td>
<td>0.28</td>
<td>0.25</td>
<td>0.19</td>
<td>0.00</td>
<td>0.08</td>
<td>0.14</td>
<td>0.05</td>
<td>0.00</td>
<td>0.02</td>
<td>1.00</td>
</tr>
<tr>
<td>Grim</td>
<td>0.18</td>
<td>0.09</td>
<td>0.80</td>
<td>0.13</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>1.00</td>
</tr>
<tr>
<td>Grim2</td>
<td>0.11</td>
<td>0.11</td>
<td>0.22</td>
<td>0.00</td>
<td>0.23</td>
<td>0.23</td>
<td>0.00</td>
<td>0.31</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>1.00</td>
</tr>
<tr>
<td>AC</td>
<td>0.11</td>
<td>0.05</td>
<td>0.00</td>
<td>0.20</td>
<td>0.00</td>
<td>0.80</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>1.00</td>
</tr>
<tr>
<td>TF2T</td>
<td>0.10</td>
<td>0.01</td>
<td>0.33</td>
<td>0.00</td>
<td>0.40</td>
<td>0.27</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>1.00</td>
</tr>
<tr>
<td>AD</td>
<td>0.09</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td>Other</td>
<td>0.05</td>
<td>0.05</td>
<td>0.35</td>
<td>0.00</td>
<td>0.00</td>
<td>0.48</td>
<td>0.16</td>
<td>0.16</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td></td>
<td></td>
<td>0.32</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.10</td>
<td>0.02</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Estimation on late supergames out of 10 strategies: AD, AC, Grim, TFT, STFT, T8-T6, Grim2, and TF2T. Rows, top 6 played strategies. Columns, top 7 believed strategies. Estimates in [square brackets] are not estimated due to collinearity. SFEM estimate for $\beta$ is 0.94. Complete results in Table 9.

Tables 4 and 5 reveal important differences in beliefs between the Finite and the Indefinite games. The bottom row of each table presents (weighted) average beliefs over strategies. In the Finite game, subjects believe others are most likely to use threshold strategies (T7 and T8 account for 59%), whereas in the Indefinite game, they believe others are most likely to play conditionally cooperative strategies (Grim...
and TFT have together 46%). That is, at least in this respect, we observe subjects’
beliefs to be in line with actual behavior in both games: subjects correctly anticipate
the most popular class of strategies to be different between the games (threshold vs.
conditionally cooperative). Furthermore, looking at the first two rows of each table,
and focussing on the two most common strategies, we see evidence of substantial
heterogeneity in beliefs between types (in the same game). For instance, T8 types
in the Finite game put 0 weight on T7, whereas the T7 types believe 43% of others
play T7. In the Indefinite game, TFT types believe only 28% of subjects play Grim,
whereas Grim types expect 80% to be Grim players. These estimates are from late
supergames; hence, our results indicate heterogeneity in beliefs across types can be
persistent.

Result 6 Beliefs are different between the Finite and Indefinite games: subjects
correctly anticipate the most popular class of strategies to be different between the
games (threshold vs. conditionally cooperative).

Tables 4 and 5 report detailed information on how beliefs differ by type in each
game. However, the richness of these data makes it difficult to identify general
patterns on how beliefs over strategies are connected to subjects’ strategy choice.
Figure 10 hones in on broad features of those beliefs. First, the left two panels
display, for each of the most common types (ordered by popularity), the difference
between their beliefs that others are of their type and the reality (as estimated by
SFEM). As can be seen, subjects display a tendency to believe others are more like
themselves than they actually are (the last bar indicates the weighted average). These
results relate to evidence from psychology and economics on the tendency to believe
others act similarly to us: the false consensus effect [Ross et al., 1977]. Note also,
however, that this is not very pronounced (or even in the other direction) for the
most common types: T7 for the finite game and TFT for the indefinite game.

Second, the other panels make use of a ranking of strategies in terms of their cooperativeness. Formally, we define a strategy to be more cooperative than another one if, as the probability of implementation errors goes to zero (i.e. as $\beta \to 1$), the expected payoff associated with playing the former strategy against itself is higher than the expected payoff of playing the later strategy against itself. This generates the following order of cooperativeness (from least to most): AD, STFT, T6, T7,

\[ ^{51} \text{Analytical derivation of the cooperativeness order for an infinitely repeated PD with a general specification of the payoffs and discount factor is presented on authors' websites. We also describe ways to numerically verify that this order is preserved in the Finite game. On the subset of strategies considered by Proto et al. [2020], our cooperativeness order coincides with the inverse of their harshness ranking.} \]
T8, Grim, TFT, Grim2, TF2T, and AC. Note that for the strategies considered, the cooperativeness order is strict; as such, subjects’ beliefs about others being as cooperative also correspond to their beliefs about others using the same strategy as them. The two central panels give the CDF of beliefs ranked by cooperativeness for each of the most popular types. Although not presenting exactly a first order stochastic dominance (FOSD) relation when going from less cooperative strategies to more cooperative ones, the general movement is in that direction. For instance, in the Finite game, AD, T6, and T7 types do show a FOSD relation, with more cooperative types being more optimistic about the cooperativeness of others. T8 also broadly fits this structure and, albeit for a small overlap at the bottom, is to the right (more optimistic) of the distribution for T7. In the Indefinite game the comparisons are slightly more muddled, but some patterns emerge. For instance the beliefs of AC and TF2T types (the two most cooperative strategies) FOSD the beliefs
of AD types. However, overall, the beliefs across the different cooperative strategies are not clearly ranked.

The right two panels also use the cooperativeness order. We compute for each type the belief that others are at least as cooperative as they are and compare it to the actual frequency (as estimated by SFEM). The panels report this difference for each of the most popular types. Most important types in both games underestimate the likelihood that others are less cooperative than they are. In particular, in the Finite game, the five cooperative types all believe others will not defect before they will. For certain types, this bias is large in magnitude.\(^52\)

The accuracy of beliefs over strategies can be studied more directly without relying on the cooperativeness order. In Online Appendix B, we compute, for each type, the Euclidean distance between beliefs and the estimated frequency of strategies. To study whether beliefs become more accurate with experience, we also look at how this distance changes from early to late supergames. We find that, in aggregate, beliefs are becoming more accurate with experience in the Finite game, whereas accuracy changes little in the Indefinite game. In both cases, the most popular strategy types (T7 in Finite and TFT in Indefinite) have the most accurate beliefs in late supergames.\(^53\)

Additionally, in the same Online Appendix, to study learning effects more generally, we document in detail how the distribution of strategies, types, and beliefs for each type change from early to late supergames. We summarize the key observations from these results here. While behavior stabilizes quickly in the Indefinite game—with little change in distribution of strategies, types and beliefs observed from early to late supergames—there is clear evidence of learning in the Finite game. Most significantly, there is a shift towards less cooperative strategies: popularity of T8 declines while the popularity of T7 and T6 increase. The observed shift in strategies is anticipated by beliefs. In early supergames, the aggregate belief weight on Grim and T8 are 21 and 49 percent, respectively. These weights decline to 11 and 29 percent, respectively in late supergames. By contrast, the aggregate weight on T7 increases from 6 percent to 30 percent. These results suggest, in the Finite game, subjects to be updating their beliefs about the cooperativeness of their counterpart throughout supergames.

\(^52\)Note that in the case of AD, the fact that the difference is 0 is mechanical: all strategies are at least as cooperative as AD.

\(^53\)In the Finite game, early beliefs overestimate the likelihood of T8 and underestimate the likelihood of T7. Both of these errors are reduced (or eliminated) with experience. For the Indefinite game, early beliefs overestimate the likelihood of Grim and underestimate the likelihood of TFT; however, these errors (which are less costly than those observed in the Finite game) are not corrected with experience.
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the session and adjusting their strategy choices in response to these changing beliefs.

**Result 7** Substantial heterogeneity exists in beliefs within each game: subjects using different strategies hold different beliefs. The results also suggest subjects tend to overestimate the likelihood that others use the same strategy as their own, while underestimating the likelihood that others use less cooperative strategies.

![Finite Game Payoffs](image)

Figure 11: Best Response for Top 6 Types in the Finite Game

The observation that subjects using different strategies hold different beliefs raises the question of how they are connected. To shed light on this connection, we explore the extent to which subjects are subjectively rational. That is, we study how close a subject’s strategy is to being optimal within the set of supergame strategies we consider. Our analysis poses no restrictions on the link between the strategies and beliefs: the strategy estimation is based on the subjects’ actions and is done separately from the belief estimation, which is based on their round belief reports. For
the purposes of our discussion in this section, we consider *subjective rationality* in the constrained sense and examine if her strategy choice is a best response to her supergame beliefs within the set of strategies $Z$ in the consideration set.\(^{54}\)

The results, presented in Figures 11 and 12, suggest most subjects’ strategy choices are either exact or approximate best responses given their supergame beliefs.\(^{55}\) The Figures show the normalized expected payoffs (between 0, joint defection, and 1, joint cooperation) given the beliefs on the y-axis. Each bar is for one

\(^{54}\)For consistency, the best-response analysis incorporates beliefs over implementation noise in how others carry out their intended strategy (captured by $1 - \hat{\beta}$). However, because estimated values for $\hat{\beta}$ are very close to 1, incorporating $\beta$ does not affect the results. To calculate the expected payoff of each strategy, we simulate play in 1,000 supergames given $\hat{\beta}$.

\(^{55}\)Table 18 in the Online Appendix provides detailed best-response analysis for each of the six common types in both the Finite and Indefinite games.
of the 10 strategies, with the one selected by that type in a darker shade of gray. In the Finite game, T7 and T6 types (38% of the population) exactly best respond to their supergame beliefs, and T8, TFT, and Grim types (39% of the population) approximately best respond to their supergame beliefs by obtaining 90%, 86%, and 89% of their best-response payoff, respectively. Of the most common six types, the only type whose strategy is far from a best response is AD (12%). In fact, their strategy choice is close to being the worst given the stated beliefs.56

In the Indefinite game, a similar pattern emerges. Most common types (TFT, Grim, Grim2, TF2T, and AD—84% of subjects) almost exactly best respond to their beliefs.57 One “major” type far from best responding to their belief is AC (11%), who selects the worst strategy given their beliefs. Indeed, given their beliefs, the best-response strategy is AD. For these subjects, however, some form of other-regarding preferences could reconcile strategy choices and beliefs.58 Hence, overall, the majority of subjects appear subjectively rational or close to subjectively rational.

**Result 8** Most types are close to best responding to their beliefs: they are subjectively rational.

Note the best-response analysis reported so far is subjective in the sense that it is based on the expected payoffs given the subjective beliefs of each type. To provide a contrast, we replicate the best-response analysis using objective expected payoffs computed from the strategy distribution estimated at the population level by SFEM. This analysis reveals T6 is the best response to the population in the Finite game, and Grim2 is the best response to the population in the Indefinite game. In the Finite game, the most frequent T7 type achieves 97% of the best-response payoff from T6. In the Indefinite game, the most frequent TFT type achieves 94% of the best-response payoff from Grim2. However, some strategy-types are further away from best responding to the population. For example, the AD type in the Finite game only achieves 64% of the best-response payoff.

56 Note subjects playing AD receive weakly higher payoffs in any supergame than their opponent, and these subjects have little chance to observe what would happen along alternative histories. This may contribute to why they fail to optimize given their beliefs.

57 For TFT, the strict best response is TF2T or Grim2, but TFT achieves 99% of the best-response payoff.

58 The other type for which strategy choice is far from best response is STFT (4%). Given beliefs, the best response is TFT.
Beliefs play a central role in equilibrium theory, and increasing evidence suggests they are also key to understanding behavior observed in repeated settings. This study elicits beliefs in finitely and indefinitely repeated PD games with the main goal of providing a novel data set to inform our views on how beliefs, actions, and strategy choices are linked in this important class of games.

We separate the discussion of our findings into those from round beliefs and beliefs over strategies. Our first key finding is that round beliefs are, in aggregate, remarkably accurate. In both the Finite and Indefinite games, beliefs averaged over all rounds are less than three percentage points away from the empirical action frequencies. Beliefs also adjust appropriately to the history of play even when these adjustments are not small: in some histories, they move by almost 60 percentage points between rounds one and two. However, there are small, but systematic deviations: over-optimism in late rounds of the Finite game and over-pessimism in early rounds of the Indefinite game. Importantly, results show beliefs over stage actions are forward looking. Most notably, beliefs along the history of mutual cooperation evolve very differently in the Finite and the Indefinite games. Persistence of cooperation in the Indefinite game and its collapse in the Finite game are correctly anticipated along such histories. Interestingly, the same choice can be observed in both games in situations where subjects report very different beliefs.

Our second category of findings is based on the development of a novel method to recover beliefs over supergame strategies from beliefs over stage actions in each round. First, subjects in the Finite and Indefinite games correctly anticipate the different class of strategies used: threshold strategies in the former and conditionally cooperative strategies in the later. Second, subjects playing different strategies have strikingly heterogeneous beliefs over the strategy choice of the other player. This heterogeneity in strategies can be related to the heterogeneity in beliefs as most types are close to being subjectively rational: given their beliefs, their selected strategy is optimal (or close to it) among the strategies considered. These results also indicate that although, as noted above, beliefs are surprisingly accurate, since deviations tend to be systematic, they have specific implications. In particular, most types believe that others use strategies that are at least as cooperative as their own (or more). This points to one factor contributing to the slow unravelling of cooperation in the Finite game. This is consistent with the findings from Kagel and McGee [2016] where team-dialogues reveal subjects engage in limited backward induction and fail to account for others reasoning in a similar way.
The new procedure proposed here to recover beliefs over strategies has broader applicability. In repeated games, it can be applied to different sets of strategies and/or be combined with alternative methods to type subjects. It does not require the use of the SFEM per se. More generally, this procedure can be used to recover beliefs over strategies from beliefs over actions in any sequential game. In simple enough games, the complete set of pure strategies can be included in the analysis. To demonstrate the versatility of the procedure in our current experiment, Online Appendix B.4 revisits the belief-estimation results under a simplified alternative approach. We take the most popular defective strategy (AD) and the most popular cooperative strategies (T7 for the Finite game and TFT for the Indefinite game) and classify a subject as being AD, T7, or TFT, if 90% of their choices across all supergames correspond to what the strategy dictates. The results on estimated beliefs for these subjects in Figure 19 echo those in our main analysis. First, subjects in the Finite game expect others to play threshold strategies more than subjects in the Indefinite game. Second, beliefs display heterogeneity across types. Third, in the Finite game, T7 is subjectively rational while AD is not; in the Indefinite game both TFT and AD are subjectively rational. Fourth, in the Finite game TFT is the type that overestimates its own popularity the most while in the Indefinite game it is AD. Hence, the results presented in the paper are robust to an alternative methods to determine types.

Our results also provide insights into the forces that underlie some of the key behavioral patterns observed in these games. They illustrate how small but systematic departures from accurate beliefs (at key points in the supergame) can sustain long-run cooperation in finitely repeated PD. Although beliefs are generally accurate, for 80% of subjects, best responding to their subjective beliefs (that are slightly over-optimistic) involves cooperating more than would be objectively optimal (given the observed strategy distribution in the population). In the indefinitely repeated PD, our results highlight the difficulty of resolving equilibrium selection. Different subjects hold persistently different beliefs about others, and in environments conducive to cooperation, such as ours, they experience few histories where those beliefs are revealed to be incorrect. As a consequence, a variety of conditionally cooperative strategies remain popular despite many repetitions.

In summary, our results on beliefs suggest subjects understand the difference between finitely and indefinitely repeated environments even when their observed

---

59 The few subjects that could be classified as either T7 or TFT are dropped from the exercise.
60 Clearly in the current application typing based on SFEM has advantages, not the least being that it assigns a single type to each subject.
behavior in terms of actions is identical. In other words, subjects have a refined awareness of the rules of the game and the implications of these rules for the dynamics of cooperative behavior. They also suggest the calculus underpinning choices are very different across finitely and indefinitely repeated environments.
## Appendix: Complete Estimation Results

### Table 6: Estimates for the Finite Game on Late Supergames

<table>
<thead>
<tr>
<th>Share</th>
<th>SFEM</th>
<th>TYPING</th>
<th>Estimated Beliefs - $\hat{\beta}$</th>
<th>$\nu$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T7</td>
<td>0.30</td>
<td>0.35</td>
<td>0.00 0.00 0.18 0.00 0.00 0.39 0.43 0.00 0.00 0.00 0.04 1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T8</td>
<td>0.22</td>
<td>0.20</td>
<td>(0.01) (0) (0.14) (0.09) (0) (0.16) (0.15) (0) (0) (0.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AD</td>
<td>0.12</td>
<td>0.12</td>
<td>(0.08) (0.06) (0.1) (0.14) (0) (0.02) (0.12) (0.07) (0) (0.11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TFT</td>
<td>0.09</td>
<td>0.12</td>
<td>(0.09) (0.02) (0.1) (0.09) (0.17) (0.04) (0.06)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T6</td>
<td>0.08</td>
<td>0.08</td>
<td>(0.07) (0.05) (0.06) (0.22) (0.04) (0.12) (0.03) (0) (0.05) (0.13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRIM</td>
<td>0.08</td>
<td>0.02</td>
<td>(0.25) (0.05) (0.34) (0.08) (0.12) (0.13) (0.09) (0.01) (0.03) (0.04)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF2T</td>
<td>0.04</td>
<td>0.04</td>
<td>(0.09) (0.1) (0.35) (0.1) (0.01) (0.13) (0.11) (0.03) (0.17) (0.07)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STFT</td>
<td>0.03</td>
<td>0.03</td>
<td>(0.02) (0.13) (0.4) (0.02) (0.03) (0.02) (0.07) (0.38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AC</td>
<td>0.03</td>
<td>0.03</td>
<td>(0.04) (0.05) (0.13) (0.16) (0.04) (0.03) (0.03) (0.04) (0.12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRIM2</td>
<td>0.02</td>
<td>0.01</td>
<td>- - - - - - - - - - - - - - - -</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

All estimated on late supergames. SFEM estimate for $\beta$ is 0.94. Estimates in [square brackets] are not estimated due to collinearity. Estimates in (brackets) show bootstrapped standard deviation.

### Table 7: Estimates for the Indefinite Game on Late Supergames

<table>
<thead>
<tr>
<th>Share</th>
<th>SFEM</th>
<th>TYPING</th>
<th>Estimated Beliefs - $\hat{\beta}$</th>
<th>$\nu$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFT</td>
<td>0.36</td>
<td>0.59</td>
<td>0.08 0.00 0.28 0.25 0.05 0.00 0.00 0.00 0.14 0.19 0.01 1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRIM</td>
<td>0.18</td>
<td>0.09</td>
<td>(0.04) (0.06) (0.14) (0.13) (0.03) (0) (0) (0.12) (0.12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRIM2</td>
<td>0.11</td>
<td>0.11</td>
<td>(0.06) (0.09) (0.24) (0.17) (0.04) (0.03) (0.02) (0.01) (0.11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AC</td>
<td>0.11</td>
<td>0.05</td>
<td>(0.04) (0.33) (0.03) (0.26) (0.05) (0.02) (0.02) (0.02) (0.14) (0.11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF2T</td>
<td>0.10</td>
<td>0.01</td>
<td>(0.04) (0.13) (0.2) (0.04) (0) (0) (0) (0.2) (0.14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AD</td>
<td>0.09</td>
<td>0.10</td>
<td>(0.04) (0.02) (0.1) (0.05) (0.17) (0.01) (0.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STFT</td>
<td>0.04</td>
<td>0.04</td>
<td>(0.27) (0.07) (0.24) (0.12) (0.11) (0.05) (0.04) (0.06) (0.09) (0.09)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T8</td>
<td>0.01</td>
<td>0.01</td>
<td>- - - - - - - - - - - - - - - -</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T7</td>
<td>0.00</td>
<td>0.00</td>
<td>- - - - - - - - - - - - - - - -</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T6</td>
<td>0.00</td>
<td>0.00</td>
<td>- - - - - - - - - - - - - - - -</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

All estimated on late supergames. SFEM estimate for $\beta$ is 0.94. Estimates in [square brackets] are not estimated due to collinearity. Estimates in (brackets) show bootstrapped standard deviation.
Table 8: Estimates for the Finite Game on Early Supergames

<table>
<thead>
<tr>
<th>Share</th>
<th>Estimated Beliefs - $\hat{p}$</th>
<th>SFEM</th>
<th>TYPING</th>
<th>AD</th>
<th>AC</th>
<th>GRIM</th>
<th>TFT</th>
<th>STFT</th>
<th>T8</th>
<th>T7</th>
<th>T6</th>
<th>GRIM2</th>
<th>TF2T</th>
<th>$\nu$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T8</td>
<td>0.30</td>
<td>0.36</td>
<td>0.01</td>
<td>0.00</td>
<td>0.40</td>
<td>0.00</td>
<td>0.00</td>
<td>0.58</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td>T7</td>
<td>0.25</td>
<td>0.20</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.75</td>
<td>0.25</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>1.00</td>
</tr>
<tr>
<td>TFT</td>
<td>0.17</td>
<td>0.15</td>
<td>0.19</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.26</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td>AD</td>
<td>0.12</td>
<td>0.13</td>
<td>0.25</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.55</td>
<td>[0.00]</td>
<td>[0.00]</td>
<td>0.00</td>
<td>0.00</td>
<td>0.11</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>TF2T</td>
<td>0.05</td>
<td>0.08</td>
<td>0.15</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
<td>0.54</td>
<td>0.15</td>
<td>0.11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>GRIM2</td>
<td>0.04</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>STFT</td>
<td>0.03</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.15</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>AC</td>
<td>0.03</td>
<td>0.02</td>
<td>0.03</td>
<td>0.78</td>
<td>0.00</td>
<td>0.16</td>
<td>0.00</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.16</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>GRIM</td>
<td>0.01</td>
<td>0.00</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>T6</td>
<td>0.00</td>
<td>0.00</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>ALL</td>
<td>0.07</td>
<td>0.04</td>
<td>0.21</td>
<td>0.09</td>
<td>0.01</td>
<td>0.49</td>
<td>0.06</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

Estimation on early supergame. SFEM estimate for $\beta$ is 0.92. Estimates in [square brackets] are not estimated due to collinearity. Estimates in (brackets) show bootstrapped standard deviation.

Table 9: Estimates for the Indefinite Game on Early Supergames

<table>
<thead>
<tr>
<th>Share</th>
<th>Estimated Beliefs - $\hat{p}$</th>
<th>SFEM</th>
<th>TYPING</th>
<th>AD</th>
<th>AC</th>
<th>GRIM</th>
<th>TFT</th>
<th>STFT</th>
<th>T8</th>
<th>T7</th>
<th>T6</th>
<th>GRIM2</th>
<th>TF2T</th>
<th>$\nu$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFT</td>
<td>0.36</td>
<td>0.60</td>
<td>0.08</td>
<td>0.19</td>
<td>0.40</td>
<td>0.16</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.12</td>
<td>0.01</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>GRIM</td>
<td>0.21</td>
<td>0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.10</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>TF2T</td>
<td>0.14</td>
<td>0.10</td>
<td>0.12</td>
<td>0.00</td>
<td>0.00</td>
<td>0.25</td>
<td>0.37</td>
<td>0.11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
<td>0.09</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>AD</td>
<td>0.13</td>
<td>0.13</td>
<td>0.59</td>
<td>0.03</td>
<td>0.20</td>
<td>0.00</td>
<td>0.14</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.05</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>GRIM2</td>
<td>0.10</td>
<td>0.05</td>
<td>0.42</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.26</td>
<td>0.06</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>AC</td>
<td>0.05</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.08</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>STFT</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.02</td>
<td>0.15</td>
<td>0.16</td>
<td>0.53</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.10</td>
<td>0.03</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>T8</td>
<td>0.00</td>
<td>0.00</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T7</td>
<td>0.00</td>
<td>0.00</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T6</td>
<td>0.00</td>
<td>0.00</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALL</td>
<td>0.14</td>
<td>0.14</td>
<td>0.32</td>
<td>0.14</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.10</td>
<td>0.14</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

Estimation on early supergame. SFEM estimate for $\beta$ is 0.94. Estimates in [square brackets] are not estimated due to collinearity. Estimates in (brackets) show bootstrapped standard deviation.
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